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Abstract

With the rapidly increasing performance of information technology, i.e., computer hardware and

software systems, as well as networks and communication systems, a new capability is being

developed that holds the clear promise of greatly increased exploration capability, along with

dramatically reduced design, development, and operating costs. These new intelligent systems

technologies, utilizing knowledge-based software .and very high performance computer systems,

will provide new design and development tools, scheduling mechanisms, and vehicle and system

health monitoring capabilities. In addition, specific technologies such as neural nets will provide a

degree of machine intelligence and associated autonomy which has previously been unavailable to

the mission and spacecraft designer and to the system operator.

One of the most promising applications of these new information technologies is to the area of in-

situ resource utilization. Useful resources such as oxygen, compressed carbon dioxide, water,

methane, and buffer gases can be extracted and/or generated from planetary atmospheres, such as

the Martian atmosphere. These products, when used for propulsion and life-support needs can

provide significant savings in the launch mass and costs for both robotic and crewed missions. In

the longer term the utilization of indigenous resources is an enabling technology that is vital to

sustaining long duration human presence on Mars.

This paper will present the concepts that are currently under investigation and development for

mining the Martian atmosphere, such as temperature-swing adsorption, zirconia electrolysis etc., to

create propellants and life-support materials. This description will be followed by an analysis of

the information technology and control needs for the reliable and autonomous operation of such

processing plants in a fault tolerant manner, as well as the approach being taken for the

development of the controlling software. Finally, there will be a brief discussion of the verification

and validation process so crucial to the implementation of mission-critical software.



Introduction

With exponentially increasing capabilities of computer hardware and software, including networks

and communication systems, a new balance of work is being developed between humans and

machines. This new balance holds the promise of greatly increased space exploration capability,

along with dramatically reduced design, development, test, and operating costs. New information

technologies, which take advantage of knowledge-based software and high performance computer

systems, will enable the development of a new generation of design and development tools,

schedulers, and vehicle and system health monitoring capabilities. Such tools will provide a degree

of machine intelligence and associated autonomy which has previously been unavailable to the

mission and spacecraft designer and to the system operator.

For budgetary reasons, a critical challenge for NASA today is to accomplish more space exploration

for fewer dollars. Higher levels of machine intelligence and autonomy will be one key to the success

of this strategy.

One of the current strategies actively being considered for the human exploration of Mars is the in-

situ generation of propellant and lifesupport gases from the Martian atmosphere. There are a

number of well-understood chemical processes by which this can be accomplished, and it then

becomes an engineering consideration as to which process best suits the mission objectives and

constraints.

To date NASA has used ground controllers to monitor the health of space systems and to control

their activities. This is inherently costly, and new technologies must be applied to reduce this cost

while maintaining the same degree of safety and control. Additionally, an in-situ propellant

production (ISPP) plant on Mars will experience significant communications lag time and blackouts

that make the control of such a system untenable from the Earth [R1 ,R2].

Traditionally, autonomous control of a complex physical device or system is achieved by

developing software that is designed to respond appropriately to a predefined set of failures [R3].

To accomplish this task, the software developer must think through the global interactions that

occur in the system to determine how a given failure will be detected and what is the appropriate

recovery. As a device is expected to operate autonomously for an extended period of time, however,

this task becomes increasingly difficult due to the complex interactions that may result from

multiple failures. Thus, software developed using this approach tends to be costly to develop, hard

to maintain, and limited in its ability to respond in a novel circumstance.

Researchers and engineers within NASA are addressing these challenges by developing a set of

model-based reasoning techniques that are revolutionizing the rapid deployment of highly capable

software by providing the ability to write programs through high-level compositional models.



[R43,R510] Thesemodelsusea qualitativerepresentationto describethe behaviorof individual
componentswithin the systemunderboth nominaland failure conditions. The component-level
modelsarethencombinedinto a globalmodelthat describesthe interactionsbetweencomponents
thus allowingan inferenceengineto reasongenerativelyabout the behaviorof the device under
variousoperatingconditions.Theexpectedbehaviorof thedeviceis comparedagainstthe available
observationsto detectandisolatea failure andto selectanappropriateresponse. This technology
will allowanISPPplant to operateuntendedon theMartian surfacefor the 500 days requiredby
current human mission plans. Model-BasedReasoningtechnology is currently favored for
applicationto MarsIn-Situ PropellantProductionandfor roboticandhumanmissions.

In thenext sectionwewill describethekeyconceptscurrentlyunderconsiderationfor a Mars ISPP
plant.

CHEMICAL PROCESSES FOR IN SITU RESOURCE UTILIZATION ON MARS:

The processes studied for production of propellant, oxygen and water on Mars are the following:

I. Solid oxide electrolysis

2. Sabatier reactor

3. Reverse water gas shift reactor

Solid oxide electrolysis:

This process generates oxygen from the predominantly carbon dioxide atmosphere of Mars using

solid oxide electrochemical ceils. An oxygen ion conductor such as yttfia-stabilized zirconia (YSZ)

electrolyte is sandwiched between porous electrodes, platinum for example, to form an electrolysis

cell. Carbon dioxide is split to carbon monoxide and oxygen and the oxygen is pumped

electrochemically from the cathode to the anode. This endothermic net cell reaction is as follows:

2CO2 = 2CO + O2 _H = 566 kJ/mol, _G = 514 kJ/mol (1)

The solid oxide electrolysis approach has the advantages of producing 100 percent pure oxygen

since the transport process in the electrolyte is solid state. Unlike the Sabatier process, oxygen is

produced from the atmosphere without the need for any consumable or intermediary raw materials

that are brought from Earth. This process produces oxygen and carbon monoxide in the proper

stoichiometric ratio for a rocket. Initial design calculations by NASA for a Mars sample return

missions indicated that the low specific impulse offered by a CO/02 rocket does not warrant its

use for ascent vehicle propulsion. However, recent works - that of Diane Linne at the NASA Glenn

Research Center and Orbitec's solid CO / LOX rocket, seem to indicate that a CO/02 rocket may

indeed be suitabte for a Mars ascent vehicle.

Detailed descriptions of the solid oxide electrolysis process can be found elsewhere (Sridhar and

Vaniman, 1996, Sridhar 1995). A brief summary of the principle of operation is provided here. The
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oxygen generator works on the principle of solid oxide electrolysis. At elevated temperatures, solid

oxide electrolytes such as yttria stabilized zirconia become oxygen ion conductors. The basic

configuration of the electrolysis cell is shown in Figure 1. At the cathode, CO2 dissociates to form

CO and O. The oxygen atom reacts with the incoming electrons from the external circuit to form an

oxygen ion. The oxygen ion is conducted through the vacancies in the crystal structure of the

electrolyte to the anode. At the anode, the oxygen ion donates the electrons to the external circuit to

form an oxygen atom. Two oxygen atoms combine to form an oxygen molecule at the anode side of

the cell.

Figure 1. Principle of Operation of a Solid Oxide Electrolyzer.

Figure 2 shows a simple schematic of an oxygen generation plant that utilizes the solid oxide

electrolyzer technology. Since the Mars atmosphere is at 8 hPa ambient pressure, a front end

compressor is used to get enough throughput in the electrolyzer.

Figure 2. Simplified Oxygen Generation Plant (OGS) Flow Schematic.

An oxygen generator based on this technology is manifested to fly on the 2001 Mars Surveyor

Lander. Figure 3 is a photograph of the engineering model of the flight unit hardware.



Figure 3. A Photographof theOGSin theDevelopmentUnit Configuration.

Sabatier / Water Electrolysis:

The other prime candidate technology for the Mars in-situ propellant production is the Sabatier

electrolysis (SE) system. The subsystem components of the SE system have been well known to

the chemical industry for a long time. Space-qualified components for the subsystems have been

available for some time through DoD and NASA funded programs mainly for closed loop and/or

regenerative life support systems. Such systems have been developed by Hamilton Standard in the

sixties and later by Allied Signal, Boeing, and Domier. There is a rich heritage of such systems from

the former Soviet space program also. Using such systems for Mars propellant manufacture was

first suggested by Ash et al in his seminal 1976 paper. Experimental work on integrated SE systems

designed for Mars propellant manufacture began in 1993, with funding support from the New

Initiatives Office at NASA JSC, a full scale (for a MSR mission application) working unit was built

by Zubrin, Steve Price, and Larry Clark at Martin Marietta Astronautics (now Lockheed Martin

Astronautics) in Denver.

Carbon dioxide acquired from the Martian atmosphere is reacted with hydrogen in accord with

reaction (2)

4H2 + CO2 = CH4 + 2I-I20 DH = -40 kcal/mole (2)

Reaction (1), known as the "Sabatier reaction," is highly exothermic and has a large equilibrium

constant (-109) driving it to the right. It occurs spontaneously in the presence of either a nickel or

ruthenium catalyst (nickel is cheaper, ruthenium is better) at temperatures above 250 C. (Typical

reactors operate with peak temperatures around 400 C in the forward reaction zone, declining to



200C at theexit). Themethaneandwaterproducedby reaction(2) areeasilyseparatedin a
condenser.The methane is then liquefied and stored, while the water is electrolyzed in accord with:

2H20 = 2H2 + O2 DH = +57 kcal/mole (3)

The oxygen so produced is liquefied and stored, while the hydrogen is recycled back into the

Sabatier reactor to produce more methane and water, and so forth.

The primary disadvantage of the SE system is the need to import hydrogen. This requirement is

especially difficult on the MSR mission, where the relatively small tank sizes employed increases

the tank surface area/volume ratio, increasing heat-leak and thus boiloff, making transport of the

required hydrogen to Mars difficult. The SE process, operating alone, produces 2 kg of oxygen for

every one kg of methane. But the optimal mixture ratio to bum O2/CH4 in a rocket engine is not 2/1

but about 3.5/1, where an engine specific impulse as high as 380 s can be achieved. If oxygen is also

required for life support, then the ratio has to be greater than 3.5/1.0. If the SE process is acting

alone, the only way to achieve this mixture ratio is to throw away some of the methane produced.

This is undesirable due to the cost of carrying hydrogen from Earth and also the power required for

propellant processing.

Reverse water gas shift reactor:

The reverse water gas shift (RWGS) reaction has been known to chemistry since the mid 1800's.

While it has been discussed as a potential technique for Mars propellant manufacture in the

literature, there is very little experimental work done to demonstrate its viability for such

application to-date. The RWGS reaction is given by equation (4).

CO2 + H2 = CO + H20 DH = +9 kcal/mole (4)

This reaction is mildly endothermic and will occur rapidly in the presence of an iron-chrome

catalyst at temperatures of 400 C or greater. Unfortunately, at 400 C the equilibrium constant Kp

driving it to the right isonly about 0.1, and even at much higher temperatures Kp remains of order

unity. There is thus a significant problem in driving the RWGS reaction to completion.

The proponents of this technology have claimed that RWGS is the solution to the hydrogen

imbalance in the SWE process. Their claim, that is not valid, is: reaction (4) can be driven as

written, then an "infinite leverage oxygen machine" can be created by simply tying reaction (4) in

tandem with the water electrolysis reaction (3). That is, the CO produced by reaction (4) is

discarded while the water is electrolyzed to produce oxygen (the net product), and hydrogen which

can be recycled to reduce more CO2. Since all the hydrogen is recycled, barring leakage losses this

can go on forever allowing the system to produce as much oxygen as desired. The only imported

reagent needed is a small amount of water which is endlessly recycled.



Thepracticaldifficulties of theRWGSschemearediscussedhere.It is importantto notethatthe
H20 shift reactionis very effectivein theforwarddirection,
CO + H20 = CO2+ H2
It isexothermicwith a99%CO conversionin asinglepass.ReversingtheH20 shift reaction
requiresspecialcatalystsandtemperaturecontrolsto preventtheendo-thermicreactionfrom
revertingto theforwarddirection.A typical single-passconversionof CO2andH2would bein the
rangeof 10%.Toobtainaconversionin the90%rangewouldrequiremultiplecycles.While
conversionratescould improvesomewhatif theproductscouldbeseparatedandremovedfrom the
hot zoneof thereactor,this separationandremovalseemverydifficult to achieve.Becauseof the
low single-passconversion,thetypical reactoroutputwould includea mixtureof H2,CO2,CO,and
H20. The H2 and H20 must be recovered to conserve the Earth-sourced H2. The CO must be

separated from the CO2 to be recycled in order for the subsequent pass to reach the 10%

conversion. The recovery of H20 by the near-freezing condensation is quite effective for single-pass

systems. However, the multiple recycles of the RWGS reactor will add a significant quantity of

residual H20 being rejected with cold products that, if not recovered by other means, will impact

the H2 conservation. The membrane recovery of H2 from the product stream is based on a partial

pressure differential diffusion. Thus a vacuum pump is required for separation and even then a 10%

loss would be expected in any practical design.

In the next section we will discuss concepts for autonomous control of such an in-situ propellant

production plant, as well as an example of current practice.

Autonomous Control Concepts

The ability to autonomously monitor and control complex devices such as an ISPP plant is critical

to NASA's ability to accomplish many of its long term exploration goals. From the beginning of

the Space Program, control of spacecraft and systems have been largely managed by a large number

of highly trained, ground control personnel. This has its roots in the limited capability of

computers of that age and their massive size. Instead, sensor data was telemetered to the ground

where a room full of systems experts would monitor each individual system's health and send

commands to the spacecraft directly or via an Astronaut. Over the past forty years, we have seen a
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radical shift in this paradigm due to the advent of computer technology. Automation eased the

burden of the ground controller and the astronaut, but often the capabilities performed by the

software is still quite rudimentary due to both computational resource limitations and the difficulty

encountered when trying to develop, test and validate software that provides the required

functionality. As we move outward in the solar system, beyond the Earth-Moon system, the

realities of space exploration will require new control technologies due to both physical and fiscal

constraints.

Conceptually, the task of controlling a device such as an ISPP is simply an attempt to maintain the

system in a stable state while issuing commands that transition the device through a series of

configurations designed to accomplish a sequence of goals or objectives in some optimal fashion.

Accomplishing this task, however, is often quite difficult due to the normal variations that occur

within both the process and the environment, limited observability into the current state of the

device and the potential of abrupt failures and degraded component performance. Traditionally,

these problems are solved through the use of a tiered architecture comprised of three levels (see

figure 1):

1. analog and embedded feedback controllers to perform low-level regulatory functions,

2. higher-level system software to perform nominal command sequencing and threshold monitoring

to detect and respond to off-nominal conditions, and

3. humans to generate the command sequences, monitor the state of the device to detect off-

nominal conditions, diagnose failures when they occur and select recovery actions in response to

these failures.

Memury Gemini Apollo Shuttle Station Mars HAL 9000

= Embedded Controls • Software t_Human ContrailSystem
]

Figure 2: Progression across missions of

the tasks performed by humans, system sof

While the capabilities provided by the system level software have increased drastically over the

past 40 years, the complexity of the missions attempted by NASA has also increased. As a result,

the requirements levied on the ground control team has often increased thus requiring larger ground



supportteams. As we look towardthe future,this paradigmbeginsto breakdown dueto both
time-delayin thecommunicationwith Marsaswell asthecostof maintainingsucha largeground
supportteam. As a result,therole traditionallyperformedby the groundsupportteamis being
shiftedto thesystemlevelsoftwarethusdrasticallyincreasingthefunctionality requiredof this
component.Figure2 showshow the functionalityprovidedby thesethreedifferent components
hasshiftedovertheyearsandwhereweexpecttheresponsibilityto lie whensupportingamanned
expeditionto Mars.

Currently,thesystemlevel softwareis developedbyengineersthatusetheir commonsense
understandingof thehardwareandmissiongoalsto producecodeandcontrol sequencesthatwill
allow a spacecraftor othersystemto achievesomegoalwhile allowing for some(usuallyvery
small)amountof uncertaintyin theenvironment. In developingthis code,theengineermustreason
throughcomplexsub-systeminteractionsto generateproceduralcodethat canaccountfor all the
different combinationsof failuresandoff-nominalconditionsthat mightoccur. As thefunctionality
thatis requiredof thesystem-levelsoftwareincreases,development,test,validationand
maintenanceof this softwareusingthis traditionalapproachbecomesquitedifficult if not
impossibledueto themyriad of off-nominalconditionsthatthesoftwareis expectedto handle.
Furthermore,astheengineersgainabetterunderstandingof howthedeviceisbehavingafter
deployment,it is oftenquite difficult to updatethecodeto reflectthe additionalinformationthat
hasbeenobtained.

Artificial intelligence and autonomous control

As we attempt to automate the processes that are traditionally performed by humans when

monitoring and controlling these devices, it is clear that we will often need to replicate the

sophisticated inferencing capabilities exhibited by humans when performing this task. Over the last

40 years, the field of artificial intelligence has been developing a variety of automated techniques

that emulate a human's reasoning ability [14]. While the systems developed are far from

performing at the visionary level exhibited by the HAL 9000 computer in 2001.'A Space Odyssey,

recent accomplishments such as Deep Blue's victory over Kasparov have demonstrated that

sophisticated inferencing tasks can be automated.

One of the most notable recent accomplishments within NASA is the development and

demonstration of the Remote Agent (RA) autonomous control architecture as part of the Deep

Space One mission within the New Millennium Program (NMP). The Remote Agent architecture,

developed collaboratively between NASA Ames Research Center (ARC) and the Jet Propulsion

Lab (JPL), combines high-level planning and scheduling, robust multi-threaded execution and model-

based fault detection isolation and recovery into an integrated architecture that is able to robustly

control a spacecraft over long periods of time [4, 11 ].

One of the primary components of the Remote Agent architecture is the Livingstone model-based

health management system. Livingstone is an advanced inference engine that uses a high-level

declarative model of the physical device to monitor the state of the device, detect off-nominal

behavior, isolate failures to individual components and reason about alternative recovery actions.
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The key benefit provided by Livingstone is the use of a first-principles model that describes the

behavior of each component within the device and the interactions between the components

[5,6,7]. By reasoning generatively about the behavior of the device using the model, Livingstone is

able to detect failures whenever a discrepancy occurs between the observations and predictions. In

addition, Livingstone is able to use the same model to generate the most likely hypothesis that is

consistent with the observations and to select the optimal reconfiguration action for recovering from

the failure. Thus, due to the use of a model of the device, Livingstone is able to reason about novel

combinations of failures and avoids the need to develop mission specific code that must pre-

enumerate all of the various failure combinations that might occur. Furthermore, the models used by

Livingstone are easy to update and maintain and can often be reused across missions thus further

reducing the soft-ware development costs while increasing the functionality provided.

The Livingstone model-based health management system

Recently, Ames Research Center and Kennedy Space Center have been investigating how the core

ideas developed within the Livingstone system can be applied and extended to autonomously

control an ISPP plant. In this section, we will provide a more detailed description of the

Livingstone by explaining how these ideas are being applied to control of an ISPP plant.

Modeling Paradigm

As mentioned above, Livingstone uses a high-level, compositional model to identify the

components within the device and the relationships between the components. This model is used

for prediction, fault detection, isolation and reconfiguration. A Livingstone model is comprised of a

set of components and connections between these components. Each component is modeled using

a set of discrete valued variables. For example, a valve might be modeled using the variablesflow-in,

flow-out, pressure-in and pressure-out with values such as zero, low, nominal, high. For each

component, a set of modes are defined identifying both the nominal and failure modes of the device.

For each mode, a set of constraints are specified that restrict the values of the component variables

whenever the component is in that mode. Thus, a valve might be modeled using modes such as

open, closed, stuck-open and stuck-closed where the model of the valve in the open mode might be

flow-in =flow-out

pressure-in = pressure-out

In addition, to the description of the behavior of the device for each mode, the model also includes

transitions between modes with guard conditions describing when the transition occurs along with

relative probabilities on the likelihood of the transitions. These probabilities are used to provide

information about the relative likelihood of various failures. Figure 4 shows how a valve model

might be represented as a finite-state automaton in which the labels on the links correspond to

device commands.

10
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Figure 4: Valve model

One of the key benefits of this modeling paradigm is that the modeler is only responsible for

describing the local behavior of each component and the relationships that exist between

components. Livingstone then uses this specification to compose a larger, system model that can

be used to reason about the global behavior of the entire system given the mode of each component.

Furthermore, since the models are qualitative in nature it is often straight forward to develop these

models many of these models even before the hardware design is complete.

Inference with Livingstone

Given a model of the form described in the preceeding section, Livingstone performs two main

tasks: 1) inferring the current state of the device given the limited available sensor information; and

2) identifying an optimal set of commands for system reconfiguration following a failure or external

perturbation that transitions the system out of the desired state. At first glance, it might appear

that the valve model described in the previous section is too simple to be of much use in performing

these tasks. In practice, however, we have found qualitative models of this nature quite effective for

detecting a wide range of likely failures. In fact, it is exactly this type of models that humans otten

use when reasoning about the current state of a device.

To estimate the current state of the system, Livingstone monitors the sequence of discrete

commands that are issued to the ISPP plant to track the expected state of the device and compares

the predictions generated from its model against the observations received from the sensors. Once a

discrepancy occurs, Livingstone performs diagnosis by searching for the most likely set of

component mode assignments I that are consistent with the observations. This is done using a

search technique called conflict-directed, best-first search developed within the model-based

reasoning area of the artificial intelligence community. This search technique is able to efficiently

search an exponentially large set of failure modes by focusing on the components whose state

results in a conflict between the observations and the predictions. Within the Deep Space One

experiment, this search technique was able to identify the most likely component failure within a

couple hundred milliseconds for most device failures.

The state of the device is represented by identifying the current mode of each component in the model.

11



Once the state of the system is identified, the same search techniques can then be used when

reasoning about recortfiguration commands to identify the lowest cost set of commands that can be

issued to transition the system into a state that satisfies the current operational goals provided by a

higher level executive.

Model-based control of an ISPP plant

The current system architecture being developed to control an ISPP plant combines the Livingstone

health management system with a real-time executive for commanding the device. Figure 5 shows a

block diagram of this architecture. At the lowest level, embedded and analog controllers are used to

perform low-level regulatory functions. Nominal commanding of the ISPP is performed by a real-

time executive. As these commands are sent, the Mode Identification component of the Livingstone

system monitors the commands to identify the expected state of the plant. The real-valued sensor

data is processed by a set of monitors that abstract the real-valued information from each sensor

into a set of a-priori defined discrete values such as high, medium, low orplus, zero, minus. When a

failure occurs, the real-time executive is notified. For failures that require a very fast response time,

the real-time executive might respond reactively in a predef'med manner. For other failures,

however; the executive requests a sequence of reconfiguration commands from the Mode

I
Discrete ..............................................
sensor

Monitors 1_ values_ Mode* I _ Identification

[

Real-valued
sensor data

Nominal commanding

equence/goal trajectory

Real-time ]
Executive

Reconfiguration
Nrequests/suggestions

..............................................

State _ Mode[Reconfigumtion

.: A ,.<
i.L._i..n..g..s.t.°..n.e,sys.(e..m............................................................................................

Embedded/analog

ISPP Plant

Commands

Figure 5: ISPP Control Architecture

Reconfiguration component of Livingstone and then continues commanding the device.

Demonstration Testbeds
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To support the development and evaluation of this technology, we are currently developing both a

hardware testbed and a simulation-based testbed. For the hardware demonstration, we are

developing a testbed that uses Reverse Water Gas Shift (RWGS) to generate CO and 02 from the

Martian atmosphere.

The RWGS reactor converts CO 2 and H 2 into CO and H20 at a 10% efficiency rate. Thus, the

outflow stream from the reactor contains liquid water, and gaseous CO, CO2 and HE. Atter exiting

the reactor, a condenser is used to separate the water from the gases and then an electrolysis unit is

used to separate the hydrogen from the oxygen. The oxygen is then stored while the hydrogen is

fed back into the RWGS reactor. Similarly, the CO is extracted from the gas mixture and the

remaining COs and H2 are routed backinto the RWGS reactor. Control of an RWGS system is

actually quite straightforward since the system has a limited number of components. A full-scale

ISPP device, however, would require various other components along with redundant valves and

flow controllers. As the number of components within the system increases, the probability of a

failure increases and the discrete control problems become more complicated. The RWGS testbed,

however, allows us to demonstrate how these techniques can be used to control a real physical

device for an extended period of time.

At the same time, we are also developing a simulation testbed that uses a hypothetical ISPP flight

article based upon a Sabatier/Electrolysis system for converting CO2 and H2 to CH4 and 02 coupled

with a pair of zirconia cells for generating the extra 02 that is required.. The design of the system

for this simulation tries to balance many of the design considerations (e.g. mass and power

limitations) that must be satisfied by a true flight article while also including redundant components

and the additional margin that would be require to ensure a successful mission.

The simulation for the software testbed is based upon the hybrid concurrent constraint (hcc)

programming language developed at ARC [12]. Hcc is a hybrid discrete/continuous modeling

language that combines the benefits of a discrete event simulation with the precision provided by a

dynamic simulation using ordinary differential equations. In addition, we are currently developing

extensions to hcc that will allow us to perform a stochastic simulation that is able to inject faults,

component degradation and variable process noise thus allowing us to test the control system under

a broad range of conditions.

In addition to the demonstration of these techniques within the context of autonomous control of an

ISPP plant, we are also applying these techniques to a variety of other missions. These missions

include autonomous control of an advanced life support system and a space interferometer as well

as integrated health management systems for two experimental reusable launch vehicles (X-34 and

X-37).

Verification and Validation of Livingstone Models for ISPP

Verification of ADAC
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Autonomoussystemspresentdifficult verificationand validation(V&V) challenges.In contrastto
conventionalopen-loopsystems,they arbitratemany resourceson-boardusingtheir own decision
procedures.Becauseof this, the rangeof possiblesituationsbecomesvery largeanduncontrollable
from theoutside,makingscenario-basedtestingmuchlessinefficient.

Model checkingis an analytical V&V techniquebasedon exhaustiveexploration of all possible
executionsof a (modelof a) dynamicsystem. It providesa muchbetter coveragethan traditional
testing,andcanbeapplied at an earlierdesignstage,thus reducingthe costs of repairingerrors.
Model checkingis limited by statespaceexplosion,however:the numberof casesto be explored
growsexponentiallyin thesizeof thesystem.

In collaborationwith CarnegieMellon University (CMU), NASA Ames is developinga translator
that feedsLivingstonemodels into the SMV (what does SMV stand for?) model checkerfrom
CMU [P1]. SMV usesadvancedsymboliccomputationtechniquesto representandprocesshuge
statespacesin acompactandefficientway. Thepropertiesto beverified, expressedin a powerful
temporallogic(CTL) (what doesCTL standfor?) or usingpre-def'medspecificationpatterns,are
addedalongthe Livingstonemodelandsimilarly processedby the translator. The translatorthus
enablesmodelcheckingof Livingstonemodelsbytheir developersin their Livingstoneenvironment,
without requiringthemto useor learntheinputlanguageof theSMV tool.

This modelcheckingtechnologywill beused,alongwith traditional scenario-basedtechnology,to
validatetheADAC in thePUMPPexperiment.(whatdoesADAC andPUMPP stand for? What is
the PUMPP experiment?) It is alreadyusedby the ISPPAutonomousController team at the
NASA KennedySpaceCenterto supportthedevelopmentof their Livingstonemodelof ISPP.It is
possibleto find out, for example,whether the model allows a givenconfigurationto happen. It
takes lessthan a minuteto SMV to answerthis query, while symbolically analyzinga reachable
spaceof theorderof 1050states!

Concluding Remarks

As we have seen, the requirements of implementing space exploration mission at lower cost, greater

safety, and greater scientific return, along with new computer system capabilities to meet these

requirements, have resulted in many new opportunities to expand human presence in the solar

system. Recognizing the need to greatly expand research in the area of advanced computer system

capabilities, NASA has embarked on the Intelligent Systems Program, which seeks to research and

develop new capabilities in the areas of automated reasoning, human-centered computing, intelligent

use of data, and concepts for revolutionary computing, such as biomemetics, nanotechnology, etc.

Ultimately we will see a new balance of work between humans and intelligent machines, where

tasks will reside with the entity having the best capability. This will provide the total human-

machine system with the capability to explore far beyond the limits of the present.
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